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Binaural room impulse responses (BRIRs) are often applied in spatial audio for the auralization of 
acoustical environments. In the same field of research, parametric audio coding is an established approach 
and part of different standards. The presented investigation aims for a parametric description of the sound 
field to synthesize BRIRs. The model focuses on the main features which characterize a BRIR as well as the 
acoustical environment. Thereto a spherical microphone array is applied for a spatio-temporal acoustical 
analysis. Early reflections are determined with sound field decomposition techniques and are described by 
directional parameters. Diffuse components and the interaural coherence of the late reverberation are 
characterized with diffuse parameters. In two previous studies, the synthesis of the early and the late part of 
BRIRs has been elaborated and perceptually evaluated apart from each other. Now both approaches are 
combined to synthesize entire BRIR datasets using the parametric approach. Fundamentals of the sound 
field analysis are explained and synthetic BRIRs are compared to their measured counterparts. The approach 
yielded satisfactorily results and an adequate auralization based on parameters. Surprisingly no relevant 
enhancement of the auralization due to the additional use of reflections in contrast to diffuse components 
only could be observed.
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1. INTRODUCTION

In the field of architectural and room acoustics, the use of binaural room impulse responses (BRIRs) is a
common approach for the plausible auralization of acoustic environments applying 3D audio techniques like
dynamic binaural synthesis. Measured as well as simulated or synthesized BRIRs can be used for the con-
volution process in the binaural renderer to create a virtual acoustic environment (VAE) over headphones.
By applying a headtracker and specific BRIRs for different angles, it is possible to adapt the synthesis ac-
cording to the listener’s head-orientation in realtime. By this, a more realistic auralization is achieved with
higher localization accuracy, less front-back conversions and an improved externalization of virtual sound
sources1.
The synthesis of reverberation has been in focus of research since years2,3,4,5. Furthermore, parametric
models for the synthesis of BRIRs with artifical reverberation have been also investigated over decades and
are still relevant6,7,8. Different models have been proposed and in general the processing is temporally sep-
arated in the synthesis of direct sound, early reflections and diffuse reverberation. The parametric analysis
and generation of early reflections is usually based on geometric assumptions e.g. the image source model9

or low order microphone arrays10,11. The diffuse reverberation synthesis often applies feedback delay net-
works12 or decaying white noise signals using an octave-band frequency resolution8.
The model presented here focuses on an alternative approach: No temporal segmentation of the BRIRs is
applied. Instead, the system differentiates between directional and diffuse components, both features are
determined for the whole impulse response and characterized with individual parameters. This enables
a discrete generation and adaptation of directional and diffuse components apart from each other for the
BRIR synthesis. In two previous studies, the synthesis of the early13 and the late part14 of BRIRs has been
elaborated and perceptually evaluated. Both approaches are combined in this paper and used for directional
and diffuse synthesis to generate entire BRIR datasets based on a parametric description. As a perceptual
evaluation, two different rooms and two different sound sources have been synthesized and are compared to
measured reference BRIRs in this study using an ABC/HR test design paradigm15.
BRIR synthesis using a parametric model enables several new features: For example, a BRIR personaliza-
tion is possible, applying individual head related impulse responses (HRIRs). Changes of room acoustical
parameters, like e.g. the frequency dependent reverberation time, are easily to simulate and can be used to
modify the auralization. Furthermore, the parametric BRIR synthesis could also be integrated into object-
based audio rendering systems, which are currently gaining importance8.
The paper is organized as follows: In Section 2.A the general idea of our approach is explained and the
parametric models for directional and the diffuse components are presented and summarized. The different
auralized BRIR datasets based on the investigated rooms, sound sources and gradations of the algorithm
are explained in 2.B. Section 2.C deals with the technical environment and the used test design for the per-
ceptual evaluation. Results of the listening experiment are presented and discussed in Section 3. Finally,
Section 4 concludes the paper and illustrates possible applications of the approach.

2. METHODS

A. SYSTEM OVERVIEW

The basic idea of the presented approach is to characterize BRIRs and their acoustical and room depen-
dent properties with a few features only. It is aimed for a simplification of measured sound fields to their
main characteristics and to describe them with discrete values or mathematical functions. These values are
called parameters in the following and are used to generate synthetic BRIR datasets for dynamic auraliza-
tion. As a consequence, the BRIR synthesis is based on the parametric description only, without any storage
of parts of the original measured impulse response.
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Figure 1: System Overview of parametric BRIR synthesis: Directional reflection parameters (RFL) are
extracted from microphone array measurements with sound field analysis (SFA) and used to synthesize
reflections with spherical HRIRs. Diffuse reverberation parameters (RVB) are extracted from reference
BRIRs or array data and are used to shape white noise as a decaying diffuse masking-signal13.

The model distinguishes between directional (Figure 1 top) and diffuse components (Figure 1 bottom). Di-
rectional reflection parameters (RFL) describe the direct sound and discrete reflections which occur in the
room. They are determined with sound field analysis techniques (SFA)16 based on spherical microphone
array measurements. The processing applies sound field decomposition techniques with spherical harmon-
ics17 and is used to identify the directional components of the sound field. The detected direct sound and
the main reflections are stored with their direction of arrival (DOA), time of arrival (TOA), level and spec-
tral coloration (reflection filter) in a reflection list. The diffuse reverberation parameters (RVB) contain the
frequency dependent energy decay curves (EDC), their mean energy and the interaural coherence (IC) of
the late reverberation. An overview of the used parameters is given in Table 1.
In contrast to various other publications in the field of parametric audio coding and also to our previous
investigations, the current work does not apply a temporal segmentation of the impulse responses regarding
predictors like e.g. the perceptual mixing time18. No temporal differentiation between early reflections and
late diffuse reverberation is used within the model. Directional components are equally determined for the
early and the late part of a BRIR. Thus, it is possible to auralize late reflections which still may occur after a
potential mixing time. The diffuse reverberation is synthesized for the total impulse response length as well,
because the auralization of synthetic early reflections without diffuse reverberation as a masking signal has
shown strong impaired results13. Finally, both components are superimposed for the desired listener orien-
tations to achieve synthetic BRIR datasets for dynamic auralization. To avoid impairments of the initial time
delay gap (ITDG), the synthetic diffuse reverberation before the first synthetic reflection is truncated. The
level of the directional and the diffuse components are both adjusted with reference to the level of the direct
sound of the measured BRIR to recreate the original ratio exactly.
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Figure 2: Determination of directional parameters with sound field analysis16: spatio-temporal intensity
matrix generation for reflection detection and directional impulse responses (DIRs) to calculate FIR
filters for each reflection13.

Table 1: 7 Parameters of the proposed model: Directional components are determined for each reflec-
tion (pk), diffuse components are determined for each frequency band (f ) of the used filter bank. The
interaural coherence (IC) over frequency is also calculated and stored in a parameter.

directional directionpk reflection filterpk levelpk timepk

diffuse EDCf mean energyf IC

i. Directional model

The synthesis of the directional components is based on a recently presented approach13. So far, this
system has been investigated for the early part of a BRIR up to the perceptual mixing time. Now, the re-
flection synthesis is applied for the entire impulse response. Spherical microphone arrays can be used for
a spatio-temporal analysis of acoustic environments to detect reflections in the sound field19 20. The de-
termination of the RFL parameters in the presented approach is also based on spherical microphone array
measurements and the use of sound field decomposition methods. The processing is shortly summarized in
the following, for a detailed description of the approach we refer to our previous study13.
Two main components are implemented: A spatio-temporal intensity matrix of the sound field is calcu-
lated for reflection analysis (Figure 2 top) and directional impulse responses (DIRs) are generated for the
calculation of specific reflection filters (Figure 2 bottom). Both algorithms are based on functionalities of
the SOFiA-toolbox21. First, the array impulse responses are temporally segmented and every segment is
transformed into the spherical wave spectrum domain applying a conventional Fourier transformation first
and afterwards a spatial Fourier transform. By using the respective spatial Fourier coefficients and specific
modal radial filters, depending on the chosen composite grid, the spherical decomposition order N and the
desired frequency f, the sound field is decomposed in multiple plane waves. This processing calculates the
intensities of the sound field for each time segment and each node of the used composite grid. The output
is a three-dimensional intensity-matrix which describes the spatio-temporal distribution of the sound field.
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Applying a specific classification algorithm, it is possible to detect the main reflections, which are repre-
sented in the matrix with local maxima (see our previous study13 for further information concerning the
algorithm and used settings). Time, level and direction of each detected maxima are stored with the RFL
parameters. The direct sound is detected equally based on the absolute maxima of the matrix.
Furthermore, for each reflection (and the direct sound) specific hann-windowed linear phase FIR filters,
which represent the spectral coloration of the directional components, are determined and stored also within
the parametric model. Using Fourier acoustics and microphone array measurements, a very high directivity
can be achieved. The reflection filters are based on DIRs which are generated for every detected reflection
and the direct sound. The processing is similar to the previous explained intensity-matrix generation, but
differs in two steps: Instead of a temporal segmentation of the entire impulse responses, only small win-
dows around the TOA of the reflections are generated. After transforming the signals again into the spatial
domain, only one plane wave is calculated for each maximum in DOA using the corresponding grid node.
This procedure can be compared to in-situ absorption measurements in room acoustics. An inverse Fourier
transformation delivers DIRs in the time domain which are used to calculate the reflection filters.
The directional synthesis is based on these four parameters (direction, reflection filter, level and time) and
arbitrary spherical HRIR datasets. Depending on the detected reflection angle (parameter direction), the
corresponding HRIR is selected, convolved with the reflection filter and attenuated and delayed according
to the level and time parameter. This processing is repeated for each reflection and each desired listener an-
gle to achieve datasets with binaural synthetic reflections which can be used for dynamic auralization with
arbitrary motion resolution.

ii. Diffuse model

The synthesis of the diffuse components is based on a recently presented approach14 and is shortly
summarized in the following. So far, this model has been investigated for the late part of a BRIR after the
perceptual mixing time, but it also reveals good performance as a diffuse masking signal for synthetic early
reflections13. Therefore, the diffuse synthesis is now applied for the entire impulse response length.
A reference BRIR is processed with a high-order polyphase filter bank with near perfect reconstruction (32
frequency bands; resolution: f < 8 kHz: 1/3 octave, f > 8 kHz: 1/6 octave). The energy decay curves (EDC) are
determined for each frequency band and approximated with a polynomial curve fitting algorithm (6-degree
polynomial). Furthermore, the mean energy of each band is calculated and stored in the parametric model.
The interaural coherence (IC) of the BRIR is calculated based on a short-time Fourier transform (STFT)22

using a hamming window with 256 samples and 50 % overlap between the segments. The progression of the
IC vs. frequency is approximated with the same curve fitting algorithm as proposed before. A higher-order
polynomial is essential (≥ 12-degree) to reproduce the IC precisely.
These three parameters are used to synthesize the diffuse reverberation. A dual channel white noise signal
with the length of the reference BRIR is generated and processed with the same filter bank. Each noise band
is element-wise multiplied with the correponding frequency-dependent EDC 23. The level of each frequency
band is adapted according to the mean energy parameter. Afterwards, all noise bands are superimposed to
achieve a two-channel broadband decaying noise signal. In a last step, the interaural coherence of the noise
signal is adapted to the reference BRIR based on the IC parameter and specific filters22. If no reference BRIR
has been acquired, it is possible to use an omnidirectional room impulse response (measured or generated
DIR with order 0) to determine the diffuse parameters. Solely no interaural coherence can be achieved, but
the theoretical coherence for a perfectly diffuse sound field24 can be used and applied to the decaying noise.
Our previous investigations have shown, that the adaptation of the coherence of the noise signals and the use
of a high-order filter bank are essential for an adequate performance of the diffuse reverberation synthesis14.
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Figure 3: Illustration of the different synthetic BRIRs: (a) direct sound and diffuse reverberation (RVB)
and (b) direct sound, reflections and diffuse reverberation (RVB+RFL)

Table 2: Main properties of the auralized rooms, Large Broadcast Studio (LBS) and Small Broadcast
Studio (SBS)25

Room Volume Area RT60mean αmean

LBS 6098 m3 480 m2 1.46 s 0.24
SBS 1247 m3 204 m2 0.83 s 0.32

B. BRIR DATASETS

Two different rooms, located at the WDR Cologne radio broadcast studio (KVB-Saal, Large Broadcast
Studio - "LBS" and kleiner Sendesaal, Small Broadcast Studio - "SBS", Table 2 and Figure 4 a/ b) in com-
bination with two different sound sources (directional and omnidirectional, Figure 4 c/ d) have been used to
evaluate the presented approach. Using each sound source successively, reference BRIRs were measured in
the rooms with an Neumann KU100 artificial head (see Figure 4 f) in 1◦ steps on the full azimuthal plane25.
As directional sound source, a PA stack involving an AD Systems Stium Mid/High unit combined with 3
AD Systems Flex 15 subwoofers was applied. The used omnidirectional sound source SonicBall has been
developed and manufactured at TH Köln26. Spherical microphone array measurements were made with the
VariSphear (see Figure 4 e), which also has been designed at TH Köln27. To avoid influences caused by
limitations of the system (like spatial aliasing), a stable array configuration with 1202 sample points on a
Lebedev grid and a diameter of 17.5 cm was used25. By theory this configuration is stable up to a frequency
of approximately 18 kHz and a spherical decomposition order N of around 29. A rigid sphere configuration
with an Earthworks M30 omnidirectional microphone was used for the array measurements. The synthesis
is based on a spherical HRIR dataset (Lebedev grid with 2702 nodes) measured also with a Neumann KU100
artificial head28.
Two different gradations of the approach have been used to synthesize BRIRs and are compared in this pa-
per. The direct sound is synthesized equally in both versions based on the detected peak with the maximum
amplitude. In the first version, in addition to the direct sound, only diffuse parameters are used for the syn-
thesis ("RVB", Figure 3 a). The second version is based on the entire parametric model, using directional
and diffuse components for the synthesis ("RVB+RFL", Figure 3 b). Approximately 500 respectively 100
reflections were synthesized in LBS and SBS. The evaluation of the synthesis of directional components
only has been skipped in this investigation: This approach showed inadequate results in a previous study13

because reflections were particulately perceived as discrete delays.
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Figure 4: Rooms, sources and measurement systems: (a) Large Broadcast Studio, (b) Small Broadcast
Studio, (c) PA stack as directional sound source, (d) SonicBall as omnidirectional sound source, (e)
VariSphear spherical microphone array and (f) Neumann KU100 artificial head

C. SETUP AND TEST DESIGN

Dynamic binaural synthesis based on the SoundScape Renderer 29, AKG K601 headphones and a Pol-
hemus Fastrak head tracking system has been used for the perceptual evaluation of the presented approach.
Azimuthal movements on the full horizontal plane were adapted in 1◦ steps in the auralization. The ex-
periment was executed in the anechoic chamber of TH Köln to provide a quiet environment. We used a
drum loop (kick, snare, hihats) with the length of three seconds and a series of two white noise bursts with
500 ms duration, 1 ms fade in/out (cosine squared ramp) and 1000 ms silence between the bursts as two
different test signals for the convolution with the BRIR datasets in the binaural renderer. All datasets were
loudness-normalized regarding the respective test signal and in agreement to ITU-R BS.1770-430. The out-
put playback-level was calibrated to about 64.5 dB (A) Leq.
As test design for the perceptual evaluation we used a double-blind triple-stimulus test paradigm ("ABC
HR") congruent with ITU-R BS.1116-315. The implementation, controlling and data acquisition of the ex-
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periment was made with the MATLAB-based software Scale31 in combination with a tablet computer as
a graphical interface and controlling device. The subjects were able to play three stimuli ("A", "B" and
"C"), "A" was based on measured BRIRs (reference), stimuli "B" and "C" were randomized with the hidden
reference again and a stimulus based on the parametric model (synthesis). Then the subjects were asked to
detect the synthesis ("B" or "C") and to rate the difference compared to the reference "A" with two appro-
priated sliders on the tablet. The faders were labelled with two attributes "identical" and "very different" (in
German) only, but the ratings were captured continuously between 1 and 5. Every subject had to complete a
training session prior to the grading phase to become familiar with the environment, test design and stimuli.
28 subjects (21 male, 7 female) aged between 19 and 47 (M = 25.8 years, SD = 5.3 years) took part in the in-
vestigation. The subjects were instructed to vary their listener orientation during the test. 22 participants can
be denoted as experienced listeners since they took part in several listening experiments in virtual acoustics
with the used dynamic binaural system before. All other subjects were extensively introduced to get into the
topic. Using 8 different BRIR datasets (2rooms x 2sources x 2algorithms) with the two test signals, altogether 12
conditions were examined in the listening experiment. Every condition was auralized 8 times, resulting in
128 ratings per subject and a test duration of approximately one hour.

3. RESULTS AND DISCUSSION

Results of listening experiments using the ABC/HR test design are usually calculated as so-called dif-
ference grades, subtracting the rating of the reference stimulus ("A") from the rating of the chosen impaired
stimulus ("B" or "C"). As a consequence, negative difference grades indicate correct identification of the
treated stimulus - in our case the synthetic BRIR datasets. Values close to 0 illustrate a higher similarity of
the synthesis in comparison to the given reference (from -4 = "very different" to 0 = "identical"). A Shapiro-
Wilk test confirmed normal distribution of the data.
A fully repeated measures ANOVA (2 x 2 x 2 x 2) with the factors algorithm, room, source and test signal
at a significance level of α = 5% was used for statistical analysis. We observed significant main effects
for source (F(1,27) = 15.69, p < .001, η2p = .37), algorithm (F(1,27) = 15.61, p < .001, η2p = .37) and room
(F(1,27) = 7.86, p = .009, η2p = .23). The factor test signal was not significant (p = .25). Furthermore, the
analysis yielded significant interaction effects between a variety of factors. In contrast to the other factors,
only the used test signal does not influence the performance of the parametric system. We noticed the
strongest effect sizes for source and algorithm, so that especially these factors should be regarded in detail
for discussion.
The mean difference grades across subjects and trials with 95% confidence intervals are presented in Fig.
5 a. The boxplot in Fig. 5 b shows the total distribution of the difference grades of all collected ratings.
In general, all ratings are in the upper third of the grading scale and no remarkable variations across the
conditions can be observed at first sight. So, an adequate performance can be observed for all investigated
conditions. Pairwise t-tests with Hochberg correction were conducted as post hoc analysis for each factor
and results are presented in the following. BRIRs based on the parametric model were significantly detected
in all conditions. All gradations of the factors algorithm (RVB vs. RFL+RVB, Figure 3), room (LBS vs.
SBS, Figure 4 a/ b), source (omnidirectional vs. directional, Figure 4 c/ d) and test signal (drums vs. noise
bursts) were compared to each other to analyze differences between them.

algorithm: We observed the following results for the post hoc analysis of the factor algorithm: In 5 of
8 conditions, the use of directional and diffuse components (RVB+RFL) for the synthesis was rated with
a higher similarity than using diffuse components (RVB). But only in 3 conditions (LBS directional noise,
LBS omnidirectional drums and LBS omnidirectional noise) we observed significantly higher ratings for
the entire parametric model (RVB+RFL). The use of diffuse components only was never rated significantly

P. Stade et al. Parametric BRIR synthesis

Proceedings of Meetings on Acoustics, Vol. 30, 015006 (2017) Page 8



(a)

LBS directional LBS omni SBS directional SBS omni

ROOMS / SOURCES

-4

-3

-2

-1

0

1

D
if
fe

re
n

c
e

 G
ra

d
e

s
 w

it
h

 9
5

%
 C

I

(b)

LBS directional LBS omni SBS directional SBS omni

ROOMS / SOURCES

-4

-3

-2

-1

0

1

D
if
fe

re
n

c
e

 G
ra

d
e

s

Figure 5: Results of the listening experiment: drums (grey) vs. noise (black), RVB (circle) vs. RVB+RFL
(triangle) for different rooms (LBS vs. SBS) and sound sources (omnidirectional vs. directional); (a)
Mean difference grades and 95% CI and (b) distribution of the ratings of all subjects. The whiskers are
defined as Q±1.5∗IQR (Q: upper/lower quartile, IQR: interquartile range)

higher than the directional and diffuse components. That implies that the decaying diffuse sound field is
essential for an adequate performance but depending on the acoustical environment the additional use of
directional components can further enhance the auralization. In general, both algorithms were rated with
minor differences only compared to each other. Similar results have been observed in our previous publi-
cation13. So for the majority of the investigated conditions, the synthesis using only diffuse reverberation
achieves a good performance as well. But it should be considered, that all gradations include a direction-
sensitive synthesis of the direct sound. Informal listening tests evidenced an impaired auralization without
dynamic rendering of the direct sound.
source: The post hoc analysis of the factor source showed significantly different ratings for all compared
conditions. In 6 of 8 conditions, the use of the omnidirectional sound source was rated with a significantly
higher similarity, the remaining 2 conditions indicate significantly higher results for the directional sound
source (LBS RVB drums, LBS RFL+RVB drums). Although the ANOVA showed a significant main ef-
fect for source, no trend could be noticed clearly in contrast to the factor algorithm, because we observed
significant ratings for both sources alternately. Therefore, no precise statement concerning the auralization
performance depending on the used sound source can be draft. Furthermore, it has to be remarked that most
of the t-tests for the source comparison showed only small p-values.
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room: In 6 of 8 conditions, we observed significantly different ratings for the factor room. The bigger
room (LBS) was rated higher in 4 conditions (RVB directional drums, RVB+RFL directional noise, RVB
directional noise, RVB+RFL omnidirectional noise). Using drums and the omnidirectional source, SBS was
rated with a significantly higher similarity for both algorithms (RVB omnidirectional drums, RVB+RFL
omnidirectional drums). The non-significant comparisons indicate a trend in favour of the bigger room
(LBS). As before for the factor source, no clear statement can be made for the factor room as we observed
again alternately significant higher ratings for both rooms and again small p-values.
test signal: Since the ANOVA indicated no significant main effect for test signal, the post-hoc analysis of
this factor can be disregarded.

4. CONCLUSION

A scalable system for the synthesis of BRIRs for dynamic auralization was presented and perceptually
evaluated. The synthesis is based on a parametric model which is determined from measured BRIRs and
characterizes the acoustical environment with seven parameters only. The system is separated in two main
parts with two processing stages each: The analysis-part deals with the parametrization of the measured
data, the synthesis-part generates the artificial BRIRs using the parametric description. The approach dis-
tinguishes between directional and diffuse components of the sound field, which are determined, stored
and synthesized apart from each other. The processing of the directional analysis is based on sound field
decomposition techniques using spherical microphone arrays. The directional synthesis applies spherical
HRIRs and a reflection list. Diffuse components are analyzed using a high-order filter bank and a poly-
nomial approximation of the frequency dependent energy decay curves and the interaural coherence. The
diffuse synthesis is based on dual channel white noise signals which are shaped according to the original
reverberation time, coherence and spectrum using the parametric description.
The approach has been perceptually evaluated in different acoustical conditions: Two rooms (large and small
broadcast studio) and two sound sources (directional and omnidirectional) have been compared to each other
with two different test signals (drums and noise bursts). Furthermore, two gradations of the algorithm have
been observed. For each condition, a synthetic BRIR dataset with diffuse components only (RVB) and a
dataset with directional and diffuse components (RVB+RFL) were generated and compared against a mea-
sured BRIR as a reference. The direct sound was synthesized in the same way in both versions. In general,
the approach works quite satisfying, without big variations across rooms, test signals and sound sources. The
majority of the investigated stimuli based on synthetic BRIRs were rated in the upper third of the grading
scale. We observed the perceptual highest similarities compared to the measured reference using directional
and diffuse components for the synthesis. But surprisingly, the stimuli using diffuse components only were
rated nearly equal and this approach also yielded an adequate performance for almost all conditions. There-
fore regarding the application, it should be considered if the complex processing for the reflection detection
is necessary, or if an even simpler approach performs adequate as well. For example, a fixed reflection
pattern which is only adapted to peaks in the impulse response is conceivable32. Furthermore, in some ap-
plications, the use of diffuse components only could be sufficient.
The presented parametric approach offers several possibilities for the BRIR synthesis. The system can be
personalized by using individual HRIRs. For example, a listener can use his own HRIRs for the auralization
of rooms where he has never been before. Furthermore, the parameters allow a systematic adaptation of the
BRIRs and the acoustical conditions. Reverberation time, coherence, the reflection pattern or the spectral
coloration can be easily modified e.g. to simulate room acoustic modifications. Thus, this approach can
be applied for a methodical perceptual evaluation of room acoustic parameters. The system can also be
used as a parametric convolution reverb which provides a creative tool for sound engineers and producers.
The amount of data is heavily decreased due to the parametric description. Indeed for professional envi-
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ronments, this feature can be neglected, but applications for mobile devices could benefit. In future, the
resolution of the directional analysis can be scaled down and its impact should be investigated more into
detail. Furthermore, the study should be expanded and more rooms have to be synthesized and perceptual
evaluated.
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