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Introduction

The first studies on the directional properties of hu-
man voice radiation were carried out more than 90 years
ago by Trendelenburg [1], measuring directivity patterns
for several vocals and fricatives in the horizontal plane.
Later, Dunn and Farnsworth [2] determined directivity
patterns for a spoken sentence at different distances in
third-octave bands from 63 Hz up to 12 kHz, followed by
Flanagan [3] who was the first to use a mannequin to
determine sound radiation in the horizontal and vertical
plane. Since then, voice directivity has been the subject
of many studies using either human speakers or dummy
heads. A specific characteristic of the human voice that
cannot be analyzed with dummy heads is its dynamic
directivity. To adequately determine these time-variant
changes when speaking or singing, the sound radiation
must be captured simultaneously for an appropriately
high number of directions. In this context, Katz and
D’Alessandro [4] analyzed voice directivity in the hori-
zontal plane in angular steps of 15◦ for sustained vowels
articulated by a professional opera singer. The study
showed no systematic differences between the different
vowels. Kocon and Monson [5] examined articulation-
dependent effects of the voice directivity for different vo-
cals in fluent speech. Here, the authors observed an effect
of the vowel on the directivity pattern and determined
the strongest directivity for an [a]. Monson et al. [6]
analyzed time-variant effects in the horizontal plane and
showed that the directivity varies strongly for different
articulations, e.g. between voiceless fricatives. Further-
more, this study showed only minor dependencies on the
articulation level.

So far only a few studies on spherical sound radiation
have been published, e.g. [7, 8, 9]. To determine spherical
directivities, it is advantageous to apply surrounding mi-
crophone arrays [9, 10, 11], which however are restricted
to a limited number of sampling points and thus have a
low spatial resolution. Consequently, methods for spatial
upsampling of (sparsely) measured directivities are re-
quired. In this context, we presented the SUpDEq (Spa-
tial Upsampling by Directional Equalization) method
[12], which originally was designed for spatial upsampling
of head-related transfer functions. In [13, 14] we applied
the method to directivities of a dummy head with mouth
simulator and showed that reasonable dense directivity
sets can be obtained from sparse measurements. In this
paper we now examine spatially upsampled human voice
directivities and analyze individual differences between
subjects as well as articulation-dependent features.

Measurements

All measurements were performed in the anechoic cham-
ber of TH Köln, having a size of 4.5 m × 11.7 m × 2.3 m
(W×D×H) and a lower cut-off frequency of about 200 Hz.
We applied our surrounding microphone array, which has
a basic shape of a pentakis dodecahedron with thirty-two
Rode NT5 cardioid microphones located at the vertices
of this shape on a constant radius of 1 m. This sampling
scheme allows resolving the directivity up to a spatial or-
der of N = 4 [10]. An additional Rode NT5 microphone
was positioned at the front (φ = 0◦, θ = 0◦) as a ref-
erence. Four RME Octamic II devices served as pream-
plifiers and AD / DA converters for the 32 microphones
of the array. All signals were managed with two RME
Fireface UFX audio interfaces. One of these audio in-
terfaces was also used as preamplifier and AD / DA con-
verter for the reference microphone. Please refer to [11]
for a more detailed description of the surrounding micro-
phone array. As test stimuli we used five vocals ([a], [e],
[i], [o], [u]) and three fricatives ([f], [s], [S] ) articulated
by 13 subjects aged between 25 and 64 years (one female
and 12 male). While the vocals were measured using the
glissando method as proposed in [7, 9], the subjects artic-
ulated each of the fricatives for a duration of at least 3 s.
Each of the articulations was measured twice per person.

Postprocessing

For each measured phoneme, we calculated the impulse
response between each microphone signal of the sur-
rounding microphone array and the frontal reference mi-
crophone. The resulting impulse responses were trun-
cated and windowed to a final length of 128 samples
at a sampling rate of 48 kHz. To mitigate the effect
of reflections of the anechoic chamber below approxi-
mately 200 Hz, which is around the human fundamental
frequency, we applied a low-frequency extension substi-
tuting the original low-frequency component by an ade-
quately matched analytical description, as already pro-
posed in [13]. Finally, we applied a distance error com-
pensation described and evaluated in [15] to compensate
for variations in distance between speaker and micro-
phones caused by slight positioning inaccuracies of the ar-
ray microphones and the placement of the human speaker
in the center of the array.

Spatial Upsampling

In a next step, we performed spatial upsampling of the
post-processed measurements using the SUpDEq method
adapted for voice directivities [12, 13]. The basic idea is
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as follows: The sparsely measured directivity is equalized
by a direction-dependent spectral division with a set of
rigid sphere transfer functions (hereinafter called equal-
ization dataset), yielding an equalized sparse directiv-
ity dataset. Generally speaking, the equalization dataset
represents a simplified directivity only featuring the basic
form of a spherical head, but without any information on
the specific shape of the mouth opening or the form of
e.g. the cheekbones. As mouth opening position for the
equalization dataset, we chose Ωe as φ = 0◦ and θ = −25◦

[16]. The equalization removes energy from high spatial
orders and therefore order-truncation and spatial aliasing
errors are significantly reduced when transforming the
equalized sparse dataset to the SH domain by a spatial
Fourier transform (SFT). After the SFT, spatial upsam-
pling (spherical harmonics interpolation) is performed by
an inverse SFT on a dense grid. Finally, a de-equalized
dataset is obtained by a directional multiplication with
a set of rigid sphere transfer functions according to the
dense grid. The described processing was done with Mat-
lab using the SUpDEq toolbox [12].

We already evaluated the SUpDEq method for a dummy
head with mouth simulator and showed that the ap-
proach leads to directivity patterns much closer to a refer-
ence than common order-limited SH interpolation with-
out any preprocessing [13, 14]. Our studies revealed that
array measurements with a spatial order of N = 4 are
sufficient to generate a decent full-spherical dense direc-
tivity set, with an error averaged over the entire sphere
below 4 dB for frequencies up to 8 kHz. Thus, it can
be assumed that a surrounding microphone array with a
number of 32 microphones can be used to reliably deter-
mine human voice directivities as well.

Results

In a first step, we examined the directivities in the hor-
izontal and vertical plane averaged over all subjects for
the articulations of vocals (Fig. 1) and fricatives (Fig. 2).
We refrained from plotting the directivities for frequen-
cies below 1 kHz as in this frequency range both indi-
vidual and articulation-dependent differences can be al-
most neglected. As can be seen in the plots, there are
only slight differences between the different articulations
in the octave bands of 1 kHz and 2 kHz. However, the
variations between the different vocals generally increase
with frequency. For example, in the frequency bands of
4 kHz and 8 kHz, the directivity in the horizontal plane
is stronger for an [a] than for the other vocals. This is
in line with the findings of [5]. For fricatives we also
observed significant differences in the horizontal plane.
For example, in the frequency bands of 2 kHz and 4 kHz,
the directivity for an [s] is more directional than for an
[S] or an [f]. This is consistent with the results of [6],
who found that in the horizontal plane the directivity of
an [s] is narrower than of an [f]. In general, these differ-
ences diminish in the vertical plane as both for vocals and
fricatives only minimal differences occur, even at higher
frequencies.

In a next step we determined the directivity index (DI),

which can be calculated as

DI = 10 log10
4π|pΩe |2

2π∫
0

π∫
0

|p(φ, θ)|2sinθdθdφ
, (1)

with pΩe
the sound pressure measured at a defined dis-

tance in the main direction.

Phoneme 1 kHz 2 kHz 4 kHz 8 kHz Type

[a] 3.35 7.35 9.11 10.96


vocals

[e] 2.50 7.71 8.74 9.92

[i] 1.45 6.73 8.44 9.19

[o] 3.57 6.98 7.39 8.91

[u] 3.93 6.43 6.94 8.03

[f] 2.52 5.75 6.60 7.70
 fricatives[s] 3.33 6.86 8.95 8.85

[S] 3.01 6.08 7.06 8.98

Table 1: Directivity index in dB averaged over subjects
for the different articulations in the 1 kHz, 2 kHz, 4 kHz,
and 8 kHz octave bands.

For vocals, the DI decreases with a decreasing size of the
mouth opening. The largest mouth opening can be ob-
served for an [a] and results thus in the highest DI. In
contrast, the smallest DI was determined for an [u]. For
the fricatives, maximal and minimal DIs were measured
for an [s] and an [f] respectively. In general, the differ-
ences in the DIs between the articulations are quite small
and do not exceed 3 dB in any of the octave bands.

Finally, we examined interindividual differences between
the subjects. Fig. 3 shows the mean values and the stan-
dard deviations for two exemplary phonemes, an [a] and
an [f]. As can be observed from the plot, the standard
deviations are rather small. In the frontal hemisphere
they do not exceed ±2 dB for frequencies up to 4 kHz and
±3 dB at 8 kHz. In general, the standard deviation tends
to be higher for fricatives than for vowels, especially in
the horizontal domain.

Discussion

In general, the differences tend to be maximal for rear-
ward directions, both due to variations of the different
articulations or due to interindividual differences. Here
the propagation around the head results in a complex
pattern with constructive and destructive interferences
changing rapidly for small directional changes, especially
towards higher frequencies. Even though this behavior
is generally the same for all articulations and all partici-
pants, the detailed structure varies.

Apart from rearward directions, the directivities are quite
smooth, even towards high frequencies. Peaks and dips
which were found in some other studies, e.g. [4], were
hardly observed. This might be a result of the re-
duced truncation and aliasing errors when applying the
SUpDEq method for spatial upsampling. Comparing the
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Figure 1: Directivities averaged over subjects in the horizontal (a – d) and vertical (e – h) plane determined for
different vocals. (a,e): 1 kHz, (b,f): 2 kHz, (c,g): 4 kHz, (d,h): 8 kHz octave band.
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Figure 2: Directivities averaged over subjects in the horizontal (a – d) and vertical (e – h) plane determined for
different fricatives. (a,e): 1 kHz, b,f): 2 kHz, (c,g): 4 kHz, (d,h): 8 kHz octave band.

directivities of fricatives and vocals did not reveal sys-
tematic differences. They generally have a similar shape
and the DIs are in the same range.

The studies of [8, 17] are mostly in line with our results.
In the frontal hemisphere, differences are within the stan-
dard deviation of our measurements. For rearward direc-

tions larger differences occur. This can be explained by
the limited spatial resolution of the measurement data
in these studies, which did not allow to resolve the exact
contour of the directivity. Unfortunately no datasets of
spherically measured voice directivities are available, so
that no direct comparison is possible. However, if made
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Figure 3: Mean directivities and standard deviations in
the horizontal (a,b) and vertical (c,d) plane determined
for an [a] (a,c) and an [f] (b,d) in the octave band of
1 kHz, 2 kHz, 4 kHz, and 8 kHz.

publicly available, other datasets, e.g. those of Brandner
et al. [9] might be used for comparison to our studies.

Conclusion

We analyzed articulation-dependent directivity patterns
obtained from measurements with 13 subjects. To gen-
erate dense datasets from sparse measurements, we ap-
plied the SUpDEq method adapted for voice directiv-
ities, previously evaluated with dummy head measure-
ments [13, 14]. The results of the study show that the
proposed method can be used to analyze articulation-
dependent aspects of human speaker directivities. Fur-
thermore, in the fields of virtual and augmented real-
ity as well as in room acoustic simulation, datasets are
required to adequately integrate human voice radiation
patterns in sound field synthesis. For this purpose, it
must to be examined whether interindividual differences
or articulation-dependent characteristics are perceptu-
ally relevant and thus need to be taken into account.
Finally, when reproducing one’s own voice in a virtual
acoustic environment to investigate the perception of self-
generated speech, its directivity also plays an essential
role [11, 18, 19].
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