Influence of head tracking on distance estimation of nearby sound sources
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Introduction

Binaural synthesis serves as a powerful tool for psychoacoustic research, virtual environments or architectural acoustics. For many of those applications head tracking can be applied and the auralization be adapted accordingly to the listener’s head orientation. By this, several aspects perceiving the auditory scene are enhanced. Many studies (e.g. [1][2]) have shown that head tracking can increase localization accuracy and significantly decrease front-back confusions. As shown in [3] appropriately considering head movements can as well result in a better externalization of sound sources. However, no relationship between head tracking and externalization was found e.g. in other studies, e.g. [4].

In this paper we analyze, if distance perception of nearby sound sources is affected by head tracking. The underlying question of our research is to investigate if monaural or binaural directional cues have an influence on distance perception in the near field. Brungart et al. [5] investigated the specific properties of sound incidence from nearby sound sources in great detail. We confirmed most of these properties in own measurements [6].

One prominent feature of near-field HRTFs (Head-Related Transfer Functions) is the increase of ILDs (Interaural Level Differences) as a function of source proximity. According to Brungart [5], especially at source distances below 0.5 m, this rise of ILDs is dramatic. Caused by frequency-dependent head-shadowing effects, the ILDs increase the more the sound source is positioned laterally to the head. This effect is stronger for closer distances; at 0.25 m the HRTFs showed ILDs of up to about 23 dB [6]. Thus ILDs might provide a relevant cue for distance perception in the proximal region. The ITDs (Interaural Time Differences) are as well maximal for sound incidence from about \( \varphi = 90^\circ \) and \( \varphi = 270^\circ \) in the horizontal plane. However, the ITDs are barely influenced by source distance.

Another prominent effect is the low-pass filtering characteristic of nearby sources, meaning that sound sources are getting darker in timbre as they approach the head. This effect is perceived strongest for very close distances and sound sources at the front or rear. It might as well serve as a monaural cue for distance estimation here. All these cues are altered significantly when the head is turned and thus give the listener additional information. If directional cues (monaural and binaural ones) influence distance estimation of nearby sound sources, it can be expected that head movements are relevant here.

Scientific publications investigating the influence of head movements on distance estimation are rare. Simpson and Stanton [7] as well as Rosenblum et al. [8] performed experiments with a loudspeaker-based setup and investigated their influence on distance perception of nearby sound sources. Both studies revealed no influence of head movements on perceived source distance.

In order to investigate distance estimation in headphone-based virtual environments, specific near-field HRTFs are required which consider the acoustical specifics of nearby sound sources. In [6] we presented measurements of such near-field HRTFs and performed a first listening experiment which investigated if those near-field HRTFs can be applied to code distance. In this experiment we considered head tracking in all tested conditions and investigated if appropriate distance estimation is still possible when natural level differences between the stimuli are missing. For level-normalized stimuli we found no correlation between the chosen near-field HRTF set and the estimated distance. These findings are supported by the results from a comparable experiment without head tracking by Shinn-Cunningham et al. [9][10] who could as well not reveal any relationship between binaural cues and distance estimation in the near field. These results are in contrast to Brungart [11] who found that distance perception is still possible when loudness differences are removed. Brungart concluded that binaural cues are relevant for distance estimation of nearby sound sources in the proximal region.

Several other studies on distance perception of nearby sound sources were applied in virtual acoustic environments without head tracking: Parseihian et al. [12] compared distance perception of real and virtual sound sources. Kan et al. [13] as well as Spagnol et al. [14] used Distance Variation Functions (DVFs) in order to model the influence of nearby sound sources on the monaural and binaural cues. While Kan et al. [13] found improvements in distance estimation by using DVFs, the studies of Spagnol et al. [14] revealed that intensity cues overshadow any other cue and thus the DVFs do not allow a better distance estimation than intensity cues only. All these studies investigate if directional cues (monaural and binaural ones) have an influence on distance perception. This is the general question which motivated us to perform this study.

In the experiment presented here we used near-field HRTF datasets of a Neumann KU100 dummy head [6]. These datasets, which are freely available for download, contain impulse responses, measured spherically with a high angular resolution at sound source distances between 0.50 m and 1.50 m. Additionally HRTFs on a circular grid at distances between 0.25 m and 1.50 m were cap-
tured. In this paper we present preliminary results of one part of a series of experiments. In the same way as in [6] the basic task was to estimate auditory distance to a virtual sound source. This study investigated if head tracking affects distance estimation of nearby sound sources. The test was split in two groups: One group performed the tests with and the other without head tracking. It is important noting that we did not train the subjects before the experiment. Thus, they had to rely on their life experience in perceiving near-field sound sources.

Methods

Participants
Four females and 26 males aged between 21 and 28 years (M = 23.7 years, SD = 2.19 years) participated at this stage of the experiment (deadline 2016/10/31). Most of them were students in media technology or electrical engineering at TH Köln. Thirteen participants already took part in previous listening experiments and thus were familiar with the binaural system. None of the subjects reported any hearing problems.

Setup
The experiment took place in the anechoic chamber at TH Köln, which ensured a low background noise level of less than 20 dB(A). The experiment was implemented, controlled, and executed with the MATLAB-based software Scale [15], which also accessed the SoundScape Renderer [16] for binaural rendering. To acquire horizontal head movements, a Polhemus Fastrak was used. Vertical or translational head movements were disregarded. The subjects entered their responses on a tablet computer (iPad). The audio signal was presented over AKG K-601 headphones. Headphone compensation was applied according to [17] in order to equalize the binaural chain.

Materials
The anechoic test signal was a pink noise burst sequence with a burst length of 1500 ms (including 10 ms cosine-squared onset/offset ramps) and pauses of 500 ms. For the listening experiment, we used the circular grid measurements for all five distances from 0.25 m to 1.50 m. Per distance, we tested for three different sound incidence angles (\(\varphi = 30^\circ\), 150° and 270°). The playback level was set to 61 dB(A) Leq for stimuli simulating a sound source at a distance of 1 m. This resulted in a maximum playback level of about 79 dB(A) Leq for the closest distance of 0.25 m (\(\varphi = 270^\circ\)).

Procedure
The participants had to rate distance on a seven-point category scale ("very close", "close", "rather close", "medium", "rather distant", "distant", "very distant"); a scale that had been successfully used in earlier experiments, e.g. [18]. The subjects were allowed to rate interim values between the given categories. The test procedure was as follows. The subjects were divided into two groups. One group performed the test without adapting the sound field to the listeners’ head movement, for the other group head movements were appropriately considered.

As already mentioned above, there were no training session and no scale anchoring process. Informal pretests showed that training involves strong learning effects. For level-normalized stimuli we observed the following: In the beginning test persons could hardly distinguish between distances, but after they were given feedback, they learned to differentiate based on spectral changes, varying ILDs and head movement. However, we wanted to know if distance perception in the near field works instantaneously without prior knowledge about the auditory scene. Therefore, in the complete series of experiments we only gave basic instructions about the general procedure and the rating scale.

In each session, every participant was presented the five measured distances (0.25 m, 0.50 m, 0.75 m, 1.00 m, 1.50 m) for three different source azimuths (\(\varphi = 30^\circ\), 150°, 270°). For each trial, a user interface was displayed on the tablet computer showing five value faders ranging from "very close" to "very distant" (see Figure 1). The five faders corresponded to the five actual measured distances, thus the subjects had to rate multiple stimuli per trial. The source azimuth was the same for all distances (or faders) within a trial. By touching the respective fader, the participants were able to switch between the corresponding stimuli as often as required. Technically speaking, the HRTF filter-set was switched when touching the fader while the noise sequence was played in a loop. The order of the faders per trial as well as the order of the trials itself were randomized.

The procedure was repeated 10 times per azimuth, thus a full run consisted of 30 trials (with five distance ratings per trial). Regardless of whether the subjects were presented the head-tracked or the not head-tracked stimuli they were encouraged to move their head during the estimation process in the form of (small) localization movements. However, they had to keep their front viewing direction because of the different source directions. In total, the test lasted for about one hour including the verbal instruction, a short break, and three post-experiment questions.

![Figure 1: User interface of the experiment. On the left, the seven-point category scale is displayed. The five faders correspond to the five presented distances, randomly ordered for each trial.](image-url)
The following statistical analysis is based on the mean value per subject, thus the 10 trials per subject for each condition were averaged first. We performed a mixed ANOVA with the between-group factor “head tracking” and the within-subjects factors “distance” and “azimuth”. A Greenhouse-Geisser (GG) correction [19] (for tests with more than one degree of freedom in the numerator, where GG is appropriate) was conducted for the within-subject effects. The ANOVA showed no significant influence of head tracking. \( F(1,28) = 1.63, p = .212, \eta^2_p = .05 \). Thus no significant differences between the group of subjects who performed the test either with head tracking or without were observed. As expected we found a significant main effect of “distance” \( F(4,112) = 435, p < .001, \eta^2_p = .94, \epsilon = .37 \). Furthermore, a main effect of “azimuth” \( F(2,56) = 15.6, p < .001, \eta^2_p = .36, \epsilon = .88 \) was observed. Only one small significant interaction effect for “head tracking” x “azimuth” \( F(2,56) = 4.54, p = .019, \eta^2_p = .14 \) was found. This interaction effect describes direction-dependent differences between the head-tracking and the non-head-tracking condition. As shown in Figure 2 the differences in distance estimation which can be observed for different incidence directions without head tracking diminished when head tracking was applied. Figure 2 presents the respective means of estimated distance for the conditions with and without head tracking, averaged over subjects. The error bars display 95% within-subject confidence intervals [20], based on the error term of the distance main effect. In Figure 3 the distribution of the same data in form of boxplots is shown. Surprisingly the results vary more for the conditions with head tracking.

Conclusions

The presented investigation was carried out as a part of a broader study on distance perception of nearby sound sources. We investigated if head movements have an influence on distance perception of nearby sound sources for untrained listeners. The results revealed no significant influence of head tracking on estimated distance, even though participants moved the head more when head tracking was activated. Surprisingly the results varied more for the head-tracked conditions than for the not-head-tracked ones. Our results support the findings of [7] and [8] who with a loudspeaker-based setup as well could not reveal an influence of head movements on distance es-
Figure 4: Distribution of the viewing directions for not head-tracked condition (a) and head-tracked condition (b). The viewing directions were averaged over all subjects, distances and incidence directions. It can be observed that the head movements are increased in the head-tracked scenarios.

timation. Generally this study supports the thesis that monaural and binaural directional cues are of minor relevance for distance perception of nearby sound sources. Several scientific relevant questions still remain open. Future investigations could address the influence of the training of the listeners on the results and it could be addressed which other perceptual attributes of nearby sound sources are influenced by head tracking. Finally it is worth noting that in our studies no translational movements were regarded which especially for nearby sound sources have a strong influence on the ear signals.
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