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Introduction

Immersion is an important aspect of virtual acoustics.
However, in most virtual acoustic environments (VAEs),
the user is only a passive listener in a predefined scene
and, depending on the features of the system, has the
possibility to move within this scene or to change several
acoustic properties of the room. This implies that usu-
ally acoustic interaction between the user and the virtual
room is very limited or not possible at all. In particu-
lar, most systems do not allow any interaction with the
virtual room by means of self-generated sound, like the
own voice for example, even though there is evidence that
adequate reproduction of self-generated sound affects the
user’s perception and might even enhance immersion and
presence [1][2].
In this paper, we present a VAE system that is able to
capture and reproduce self-generated sound in real time.
Hence, the VAE is supplemented with a reactive compo-
nent that feeds self-generated sound back into the virtual
room and provides the acoustic response to the actions
of the user. With the term self-generated sound, we
refer to any self-generated organic signal (e.g. speech,
singing, oral sounds or hand claps) as well as to any
user-generated sound, for example playing an instrument.
Thus, technically speaking, the system presented here
generally works with any arbitrary sound source. More-
over, it considers the varying directivity of the user or
the sound source in real time. These are two major dif-
ferences compared to the few reactive VAEs introduced
so far, which always assume that the sound source has
a constant directivity and only cover a specific use case,
like the reproduction of one’s own voice [3][4][5] or of a
certain musical instrument [6].
This paper is structured as follows. The first section
describes the basic idea of the reactive VAE. Next, the
methods section explains the implementation of the sys-
tem with the corresponding processing steps. Finally,
the conclusion gives a brief overview of the system and
outlines possible applications, recent work, and future
research questions.

Basic Idea

The purpose of the system is a room-related and plausi-
ble reproduction of self-generated sound in a headphone-
based VAE. Figure 1 illustrates the functional schematic
of the presented system. Similar to this schematic, the
following section outlines the approach starting from the
acting subject. In the first place, the user, which means
the acting subject, generates an arbitrary sound.
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Figure 1: Functional schematic of the reactive VAE.

A spherical microphone array surrounding the user cap-
tures this direction-dependent sound in real time. The
resulting microphone signals, which naturally contain the
frequency-dependent directivity of the sound, now go to
another essential part of the system: the dynamic bin-
aural renderer. This real-time renderer convolves each
microphone signal (or input channel) with a specific bin-
aural room impulse response (BRIR). The respective
directional BRIRs are preprocessed impulse responses
describing a room-related direction-dependent binaural
reflectogram per channel (see the methods sections for
a more detailed explanation). Since the system applies
dynamic binaural synthesis, the renderer requires an ap-
propriate dataset of directional BRIRs per input chan-
nel. In addition, the renderer simultaneously convolves
the sum of all microphone signals with a preprocessed
diffuse BRIR, providing the reverberation of the simu-
lated room. In order to maintain the natural direct sound
of the user, the resulting binaural signal, which is com-
posed of a direction-dependent reflection part (without
direct sound) and a diffuse reverberation part, is played
to the user over extra-aural headphones. By the use of
such headphones, the direct sound can reach the ear of
the user more or less unaffected, where it finally merges
with the corresponding artificial room response. As usual
in dynamic binaural synthesis, the renderer generates the
binaural room response depending on the head orienta-
tion of the user, which is provided by a head tracker.

Methods

The presented reactive VAE combines different newly de-
veloped hardware and software components with avail-
able standard components. The following section out-
lines the most essential parts of the system and describes
the methods of implementation.
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Microphone Array The surrounding spherical micro-
phone array serves as a tool to capture the user-generated
sound with its specific directivity. The array has 32
channels and a diameter of 2 m. Its basic design is in-
spired by the spherical array from Pollow et al. [7]; a
design which has been proven to be feasible for directiv-
ity measurements. The original shape of the array is a
pentakis dodecahedron with 32 vertices, 60 faces and 90
edges. It is constructed out of fiberglass rods (� = 6 mm)
and appropriately angled ABS plastic connectors. The
connectors, which represent the vertices of the original
shape, also serve as microphone holders for the 32 micro-
phones (Rode NT5-S). Each connector is covered with a
foam absorber to reduce interference artifacts. The whole
structure stands on 20 cm stilts, which are also covered
with foam; thus, the center of the array is at a height
of about 1.20 m. For additional stability, the structure
is tied with an aluminum truss system. Figure 2 shows
a picture of the entire construction. As can be seen, we
chose the dimensions of the array also with regard to
the anechoic chamber, which has a relatively low ceiling
height of about 2.30 m.

Figure 2: 32-channel surrounding spherical microphone ar-
ray in the anechoic chamber at TH Köln.

Directional-BRIR Synthesis Besides the array, the
specific directional-BRIR dataset per microphone chan-
nel is another key part of the system. Each fully synthe-
sized directional BRIR basically describes a direction-
dependent room response. The synthesis is based on
room acoustic simulations with RAVEN [8]. Thus, as
a start, the room must be modeled in 3D. Addition-
ally, if acoustic measurements of the real room are avail-
able, the reverberation time of the model is fitted to the
real reverberation time in an iterative process. Now, the
room response (without direct sound) is simulated with
a combination of the image-source method and ray trac-
ing. In the simulation, the omnidirectional sound source
and the receiver are placed at (almost) the same posi-
tion. For further processing, which we implemented in
Matlab, the list of results only from the image-source
simulation is considered. This list specifies the delay, the
outgoing angle from the source, the angle of incidence at
the receiver and the frequency-dependent damping fac-

tors (in 1/3 octave bands) of each audible image source.
Now, the basic principle is to assign every outgoing sound
ray, which later leads to an incident reflection, to a pre-
defined segment of the microphone array. Such a seg-
ment corresponds to the surface element (or face) allo-
cated to a microphone (see Figure 3 (a)). In case of the
pentakis dodecahedron, it is relatively easy to determine
these faces by means of its dual polyhedron, which is
the truncated icosahedron. In that regard, the 32 micro-
phones are placed at the center of the 20 hexagon and
12 pentagon faces. Notionally, we now surround the out-
going rays with the segmented sphere, with source and
receiver placed at the center of the sphere (see Figure
3 (b)). In this processing step, the algorithm assigns ev-
ery outgoing ray to a segment through intersection point
calculation (see Figure 3 (c)). This leads to a list of the
related incident reflection rays per segment (see Figure
3 (d)). Thus, to each microphone, these reflections are
assigned which would occur when the room would be ex-
cited only through the respective segment with an ideal
loudspeaker, directed towards the center of the segment
and with a directivity (or beam) according to the solid
angle of the segment.
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Figure 3: Illustration of the ray-segment assignment process.

After the successful assignment of the incident reflection
rays to the segments, the actual synthesis of the direc-
tional BRIRs per microphone channel follows, which is
a quite common process. According to the reflection
list, the algorithm generates a synthetic directional BRIR
by summing delayed, intensity-scaled, and filtered head-
related impulse responses (HRIRs). The used HRIRs
come from full spherical measurements on a Lebedev grid
with 2702 nodes [9], which were transformed to the spher-
ical harmonics domain and thus are stored as spherical
harmonic coefficients. The required directions are then

DAGA 2017 Kiel

272



extracted through spherical harmonic interpolation. The
reflection filters are based on the frequency-dependent
damping factors in 1/3 octave bands. These 31 values
are first inter- and extrapolated to the desired number of
filter taps and to the frequency range from 0 Hz up to half
the sample rate. The reflection filters are then designed
as Hann-windowed minimum and linear phase FIR fil-
ters, thus the filter type and the filter kernel size can be
chosen appropriately. Moreover, latency compensation
can be applied in this context, simply by subtracting the
previously determined latency value from the delay value
of each reflection.
The algorithm repeats this procedure for each required
head orientation according to the used spatial grid. In
our case, the binaural renderer works with a resolution
of 1° in the horizontal plane, thus a directional-BRIR
dataset per microphone contains 360 BRIRs. However,
synthesizing directional-BRIR datasets for binaural ren-
dering that involves vertical head movements is also pos-
sible. Figure 4 (top) again summarizes the described
processing chain.
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Figure 4: Processing chain for synthesizing the directional
(top) and the diffuse (bottom) BRIRs.

Diffuse-BRIR Synthesis The reverberant part of the
BRIRs is generally assumed to be diffuse and thus should
not have any directional information. Therefore, only one
appropriate binaural reverberation impulse response is
applied. As Figure 4 (bottom) shows, the binaural rever-
beration can be measured with a dummy head in the real
room, it can be fully synthesized [10], or it comes from the
results of the ray-tracing simulation. Depending on the
reverberation source, the processing in Matlab involves
different steps. If a measured BRIR is used, the diffuse
part after the (perceptual) mixing time is extracted and
leveled appropriately with respect to the simulated rever-
beration. Because one of our recent studies showed that
perceptual results of auralizations with synthetic BRIRs
are significantly better when the early part of the BRIR
also contains diffuse components [11], the section before
the mixing time can optionally be filled with diffuse re-
verberation, which primarily works as a masker filling
the gaps between the single reflections. Using fully syn-
thetic reverberation is another option. In this case, the
binaural reverberation is based on frequency-dependent

shaped noise, which is leveled appropriately and which
can be spread over the entire time range if desired. The
simplest way is to use the results of the ray-tracing sim-
ulation, since no further processing or additional leveling
has to be applied. In a final step, the respective binau-
ral reverberation is scaled in intensity according to the
number of feeding microphone channels.

Compensation Filters The system relies on specific
filters to compensate for the magnitude response of both,
the extra-aural headphones (AKG K1000) and the array
microphones (Rode NT5-S). Concerning the headphones,
we determined the compensation filters in the usual way
[9] for two reproducible earphone positions (fully open
and closed). For the microphone compensation filters,
we measured four different array microphones and com-
pared them to a reference measurement with an Earth-
works M30 microphone. The averaged spectral differ-
ences between the array microphones and the reference
microphone yielded the magnitude response of the in-
verse filter. Both of these final compensation filters are
available as minimum and linear phase Hann-windowed
FIR filters and can be applied to the final BRIR datasets.

Setup The final setup of the reactive VAE is relatively
straightforward, as can be seen from the block diagram
in Figure 5. The 32 Rode NT5-S microphones are con-
nected to four RME Octamic II preamps and AD con-
verters, which again are connected to two RME Fireface
UFX audio interfaces. The two interfaces work together
as one aggregate device in the iMac PC. With the JACK
Audio Connection Kit, the 32 channels are fed to 32 cor-
responding directional-BRIR sources in the SoundScape
Renderer [12]. Furthermore, the 32 channels are summed
to another channel, which is fed to the additional diffuse-
BRIR source in the renderer. A Polhemus Fastrak pro-
vides the head-tracking data so that the renderer can
generate the binaural signal according to the actual head
orientation of the user. The binaural signal is then DA
converted with the main RME Fireface UFX interface,
amplified with an Harman HK650 amplifier and finally
played to the user over the AKG K1000 headphones.
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Figure 5: Setup of the reactive VAE.

Level Calibration Since a correct level ratio between
direct sound and synthesized room response is crucial for
an accurate reproduction, the entire system has to be
calibrated. Of course, first of all, the input gain of the
microphones as well as the level of the BRIRs must be set
to reasonable values in order to achieve an overall good
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signal-to-noise ratio. The general idea of the calibration
method, which is related to the approach from Böhm et
al. [6], is to adjust the playback level of the system so
that a real acoustic scene in the anechoic chamber and a
binaural simulation of this scene lead to the same RMS
level. For this purpose, we placed a loudspeaker at the
center of the array and the KU100 dummy head at a dis-
tance of 5 m. We than played a pink noise sequence over
the loudspeaker and simultaneously recorded this with
an array microphone located in front of the loudspeaker
as well as with the dummy head. Next, we auralized
this scene with the microphone recording as the source
signal and a simulated (anechoic) BRIR as the spatial
filter, and recorded the binaural signal (played through
the headphones) with the dummy head. In the last step,
we matched the RMS level of the recorded auralization
with the RMS level of the real dummy head measure-
ment. To reduce the influence of the anechoic chamber
and the array construction, we filtered both signals with
a 48 dB/octave band-pass filter (fl = 500 Hz, fh = 5 kHz).
This allowed for a better comparison of the RMS levels.
As a result of the calibration, the real scene and the syn-
thesized counterpart provide the same RMS level, which
again results in a correct level ratio between direct sound
and synthesized room response, at least as long as the di-
rect sound level in the simulation remains unchanged.

Conclusion

These days, most VAEs do not allow acoustic interaction
between the user and the virtual room by means of any
self-generated sound. The few systems introduced so far
which are able to do so, however, cannot handle arbitrary
sound sources with varying directivity and are mostly de-
signed for only one specific use case. In this paper, we
presented a headphone-based reactive VAE which is able
to capture and reproduce any self-generated sound in real
time. As described in the methods section, the most im-
portant parts of the system are the 32-channel surround-
ing spherical microphone array used to capture the user-
generated sound with its specific directivity, and the syn-
thesized BRIRs, which contain the direction-dependent
reflections (directional BRIRs) as well as the binaural
reverberation of the room (diffuse BRIR). Furthermore,
we depicted the headphone and microphone compensa-
tion as well as the level calibration. The final setup,
with the array and the dynamic binaural renderer as key
components, is relatively straightforward and provides a
plausible binaural reproduction of self-generated sound.
The reactive VAE can be used, for example, as a virtual
practice room for musicians, as part of an interactive VR
application, or as a research tool. In recent work, we have
implemented a shoebox-shaped test room and a concert
hall. A first technical evaluation yielded proper function-
ing of the system. Several informal listening experiments
revealed that the reactive VAE performs well and pro-
duces perceptually pleasant results.
Our future work will first focus on a more detailed tech-
nical evaluation of the system. As part of this, we plan
to investigate different scenarios where the sound source
is spatially extended or not in the center of the array.

Besides these technical issues, we are going to exam-
ine the influence of self-generated sound on human per-
ceptual processes. This could be specific studies con-
cerning the spatial resolution or the number of early
reflections required for self-generated sound in compari-
son to external sound, or studies investigating the influ-
ence of self-generated sound on attributes like immersion
and presence.
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[6] Böhm, C., Schärer Kalkandjiev, Z., and Weinzierl, S.,
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[9] Bernschütz, B., “A Spherical Far Field HRIR / HRTF Compi-
lation of the Neumann KU 100,” in Proc. of the 39th DAGA,
pp. 592–595, 2013.

[10] Stade, P. and Arend, J. M., “Perceptual Evaluation of Syn-
thetic Late Binaural Reverberation Based on a Parametric
Model,” in Proc. of the AES International Conference on
Headphone Technology, Aalborg, Denmark, pp. 1–8, 2016.

[11] Stade, P., Arend, J. M., and Pörschmann, C., “Perceptual
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