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Abstract
The perceptual refinement of dynamic binaural synthesis has been subject to research for the past years. The basic principle relies on head-related transfer functions (HRTFs), which describe the directional filtering caused by the head, pinna, and torso. However, most systems are based on far-field HRTFs and therefore ignore the acoustical specifics of near-field sound sources. One reason might be that full spherical near-field HRTF sets are rarely available. In this paper, we present an HRTF set of a Neumann KU100 dummy head. The set is freely available for download and contains post-processed impulse responses, captured on a circular and full spherical grid at sound source distances between 0.25 m and 1.50 m. In a subsequent listening experiment using dynamic binaural synthesis, we investigated if the captured binaural cues affect estimated distance of a virtual sound source. The set is useful for various spatial audio applications where nearby virtual sound sources are required, such as auditory displays.

1. Introduction
These days, dynamic binaural synthesis can be regarded as a state-of-the-art approach for headphone-based spatial audio reproduction. The basic principle relies on head-related transfer functions (HRTFs), which describe the directional filtering of the incoming sound caused by the head, pinna, and torso. At this time, a variety of HRTF datasets are available, such as individual HRTF measurements (CIPIC database [1] for example), the established KEMAR dummy head HRTFs [2], or high spatial resolution data of a Neumann KU100 dummy head [3]. The SOFA repository [4] provides an extensive collection of diverse HRTF datasets unified in one data format. In general, the sets are based on anechoic measurements or, in some cases, on simulations. However, most datasets currently available are far-field HRTFs, which means that the sound source used for measurements or simulations was placed at a distance of at least 1 m. Thus, the acoustical specifics of nearby sound sources in the so-called proximal region [5] (the region within 1 m of the listener’s head) are simply ignored, even though these features are well known. Stewart [6], Hartley et al. [7], and Brungart et al. [5] for instance theoretically examined the influence of increased head shadowing for nearby sound sources. The studies revealed substantial changes in HRTFs for proximal-region sources. Furthermore, Brungart et al. [5] conducted detailed physical analyses of near-field HRTF data, based on measurements with a KEMAR dummy head. Here, the authors showed a significant increase of interaural level differences (ILDs) as well as an increasing low-pass filtering character of the HRTFs as the sound source approaches the head. Moreover, they outlined the parallax effect for nearby sound sources that especially gains importance when head movements are involved, as is the case with dynamic binaural synthesis. In two subsequent publications, Brungart et al. [8] [9] investigated auditory localization of nearby sound sources. Concerning auditory distance perception in anechoic environments, they conducted a study where subjects had to estimate distance of various level-normalized stimuli, thus loudness-based distance cues were missing. Their results suggested that the specific binaural features found in the HRTFs for nearby sound sources are an important distance cue in the proximal region. As opposed to this, Shinn-Cunningham et al. [10] [11] found in a similar experiment that binaural cues were irrelevant for proximal-region distance perception in anechoic environments. The contrary results show that further investigations in this topic are needed. Overall, it becomes apparent that the clearly different features of near-field HRTFs should be considered for auralization purposes. Near-field HRTFs for virtual nearby sound sources might improve the plausibility of the virtual auditory scene. Furthermore, proximal-region effects as well as motion-dependent parallax of virtual nearby sound sources could be implemented satisfactorily. Besides, a set of high resolution near-field HRTFs that is publicly available could be used for further experiments regarding auditory localization of nearby sound sources. So far, there are only a few datasets available, whereby some of them can be freely accessed on the Internet [12] [13] [14] and others hardly can be found [15] [16] [17]. However, none of these datasets provide HRTFs with a high SNR over the full audible bandwidth, measured on a full spherical grid with high angular resolution. For use in virtual acoustics, a high-resolution full spherical dataset has several advantages. First of all, it provides a high number of discrete measurement points according to the used spatial sampling grid. Moreover, the dataset can be transformed to the spherical harmonic domain. This allows for spherical harmonic interpolation, which is valid on the entire audible spectrum, given that the measurement resolution is high enough (see [18, Chapter 3.12.4]). As a result, any arbitrary near-field HRTF can be obtained for the respective measured sound source distance. Thus, measuring full spherical datasets at several positions in the proximal region covers a wide range of possible near-field HRTFs.
In this paper, we present such a full spherical HRTF database of a Neumann KU100 dummy head, measured with high angular resolution at sound source distances between 0.50 m and 1.50 m. To our knowledge, there is no other full spherical near-field HRTF dataset (of a KU100 dummy head) available so far. Additionally, we captured HRTFs on a circular grid at distances between 0.25 m and 1.50 m, also presented here. The final set is considered to be useful for various auralization applications, like auditory displays or architectural acoustics. Therefore, the focus was on precise positioning, high SNR and full audible bandwidth. Based on the new HRTF set, we conducted several listening experiments. In one experiment, which is presented in this paper, we investigated if the HRTFs can be applied to code distance and if appropriate distance estimation is still possible when natural level differences between the stimuli are missing. The paper is structured as follows. Section 2 describes the HRTF measurements including the measurement setup, the applied post-processing and a technical evaluation of the final HRTF dataset. Section 3 provides the perceptual evaluation of the measured near-field HRTFs. It outlines the used test design as well as preliminary results. Finally, section 4 concludes the paper with a short summary of the measurements and the main findings.

2. HRTF Measurements

2.1. Setup

The HRTF measurements were performed in the anechoic chamber of the acoustics laboratory at TH Köln. The chamber has dimensions of 4.5 m × 11.7 m × 2.30 m (W×D×H) and a low cut-off frequency of about 200 Hz. The sound source was a Geithain RL906 loudspeaker, which has a two-way coaxial design and a flat on-axis magnitude response from 50 Hz to 20 kHz (±3 dB). Thus, the loudspeaker approaches the ideal of an acoustic point source and allows measuring HRTFs in almost the full audible frequency range. The VariSphear measurement system [19] was used for precise positioning of the Neumann KU100 dummy head at the spatial sampling positions and for capturing head-related impulse responses (HRIRs), which is the time-domain equivalent of HRTFs. The impulse responses were measured according to two different spatial sampling grids with two different VariSphear setups: a circular grid where the dummy head was fully rotated in the horizontal plane in steps of 1°, and a Lebedev full spherical grid with 2702 points. The latter is well suited for spherical harmonic interpolation of HRTFs (see [18, Chapter 3.12.4]), which is one possible application of the dataset. Figure 1 shows the respective grids. For the circular grid measurements, the dummy head was mounted on a thin microphone stand, which again was fixed on the rotatable base plate of the VariSphear. When conducting the Lebedev grid measurements, the dummy head was fastened on the robot arm of the VariSphear. In combination with the rotatable base plate, this setup allowed for full 3D rotation of the head on a virtual sphere. In total, nine HRIR datasets were captured. The circular grid was measured for five sound source distances (0.25 m, 0.5 m, 0.75 m, 1.00 m, 1.50 m) whereas the Lebedev grid was measured for only four distances (0.5 m, 0.75 m, 1.00 m, 1.50 m).

The closest distance was skipped here because the back of the robot arm would have touched the loudspeaker. A cross-line laser was used for precise positioning of the dummy head and the loudspeaker. For both setups, exact alignment of the head was checked for various sampling positions. The distance between the loudspeaker and the entrance of the dummy head’s ear canal was determined accurately with a laser distance meter. This procedure was repeated for each new loudspeaker position. The acoustic center of the loudspeaker was always at ear level of the dummy head. Figure 2 exemplary shows the setup for the Lebedev grid measurements at a source distance of 0.5 m. Additionally, omnidirectional impulse responses were captured at the physical origin of the dummy head for all source distances with a Microtech Gefell M296S microphone. These reference measurements provided the basis for the magnitude and phase compensation of the loudspeaker, later on applied in post-processing (see section 2.2).

The excitation signal for all measurements was an emphasized sine sweep with +20 dB low shelf at 100 Hz. With 219 samples at 48 kHz sampling rate, the sweep had a length of about 11 s, which allowed good robustness against background noise. The loudspeaker was driven at about -9 dB below its maximum permissible sound power level and the measurement peak level was always at about -6 dBFS. These settings yielded measurements with an overall SNR of about 90 dB. An RME Fireface UFX audio interface was used as AD/DA converter and microphone preamp. The whole measurement procedure was administered with the VariSphear software. Besides the motor control and impulse response capture modules, the software provided automatic error detection which checked every measured impulse response for noticeable variations with reference to previous measurements. This process ensured validity of all obtained impulse responses.
Even though the measurements were conducted with great care, there are several shortcomings, which should be considered. First of all, the loudspeaker might violate the assumption of an acoustic point source in the proximal region (< 1.00 m). Moreover, there might be multiple reflections between loudspeaker and dummy head at close distances, resulting in HRTFs with increased ripple because of interferences. Another serious issue is the influence of the robot arm used for the Lebedev grid measurements. Whereas reflections at the arm are more or less negligible for frontal sound incidence ($\varphi = 0^\circ$, $\delta = 0^\circ$), the arm causes distinct shadowing effects for sound incidence from the rear ($\varphi = 180^\circ$, $\delta = 0^\circ$), which intensify with decreasing sound source distance (see section 2.3 for a more detailed explanation). Thus, the dataset (in particular the Lebedev grid data) should be considered as a valuable set for aurализation purposes rather than as a basis for sensitive listening experiments.

2.2. Post-Processing

First, the raw measurement data were carefully truncated, windowed and transformed to the miro (measured impulse response object, [3]) format. Working with the MATLAB based miro data type allowed easy access to the datasets and convenient management of further processing. The two major aims of the post-processing were to achieve full range HRTF datasets by extending the low frequency range of the raw measurements and to compensate the influence of the loudspeaker by inverse FIR filtering. Most of the processing is based on the implementation and explanation from Bernschütz [3]. Thus, the following section focuses on the main aspects of the procedure and briefly outlines the processing steps and the technical motivation, whereas Bernschütz provides a more detailed explanation in his publication.

Adaptive Low Frequency Extension The low frequency range of raw HRTFs involves several inaccuracies. First of all, small loudspeakers, which are required for near-field measurements, typically fail to reproduce low frequencies (e.g. below 50 Hz) at adequate sound pressure levels. This leads to HRTFs with a distinct low frequency roll-off. Furthermore, particularly at low frequencies, the loudspeaker induces serious group delay. As a result, the HRIRs are more spread in time and thus more filter taps are required to cover the full audible frequency range. Another great problem is the sound field in the anechoic chamber below its cut-off frequency, where room modes and reflections arise. Because of this modal behavior, raw HRTF measurements show room and position dependent peaks and dips in the lower frequency range and therefore perform poorly when aurализing low frequency content. As a consequence, post-processing HRTFs at low frequencies is mostly necessary when full range datasets are required.

Replacing the low frequency range by an analytic expression is one well-suited approach for low frequency processing of HRTFs [3], [20]. For this purpose, Bernschütz [3] developed an algorithm for adaptive low frequency extension (ALFE), which we used for post-processing. The approach assumes that at frequencies below 400 Hz, pinna and ear canal of the dummy head hardly affect the HRTF and that the head itself has only minor influence on the sound field. According to that, it is reasonable to process HRTFs in order to obtain a flat magnitude response below a certain corner frequency less or equal than 400 Hz. Briefly speaking, the used ALFE-algorithm works as follows. The raw HRTF is high-pass filtered at a certain crossover frequency with a 24 dB/Oct Linkwitz-Riley filter and a matched low frequency extension (LFE) is attached, substituting the original low frequency component. This LFE corresponds to a time shifted Dirac delta function $\delta(n)$, adjusted in level according to the original low frequency component and low-pass filtered with the crossover filter. To match the phase slope of the filtered raw HRTF and the LFE around the crossover frequency, a first-order all-pass filter is applied. Since the algorithm is input-dependent, every raw HRTF as well as the reference measurements were processed separately. The crossover frequency was always set to 200 Hz whereas the cut-off frequency of the all-pass filter had to be adjusted per sound source distance. Figure 3 illustrates the described ALFE-processing in frequency domain. The improved HRTFs show a flat magnitude response below 200 Hz and, when examined in time domain, considerably less group delay.

Magnitude and Phase Compensation In a next step, magnitude and phase compensation were applied for further optimization. Therefore, we designed a specific compensation filter for each source distance, based on the ALFE-processed reference measurements. The respective compensation filter was implemented as a Hann-windowed FIR filter, basically describing the appropriately inverted frequency and phase response of the corresponding reference. Filtering all measurements removed further artifacts caused by the loudspeaker, like variations in magnitude response and remaining group delay. As a result of the compensation in time domain, the HRIRs could finally be truncated to 128 taps at 48 kHz sampling rate, while still maintaining the full spectral bandwidth. The length of the head and tail window was set appropriately in the miro files to ensure only negligible influence when windowing is applied. Figure 3 shows an example of a final HRTF in frequency domain.
Final Processing

In a last processing step, all datasets were slightly leveled so that the HRTFs for sound incidence from the front and from the rear approximate a magnitude of 0 dB at DC. This was more an aesthetic rather than a much-needed step since the deviations from 0 dB at DC were 1 dB at most. The leveling was not applied to the circular dataset with distance of 0.25 m because the peak level of HRIRs for lateral sound incidence would have exceeded 0 dBFS. However, even though all dataset were peak normalized, reconstructing the distance-dependent level differences is still possible based on the normalization factors listed in the miro metadata. Finally, the miro files were converted to the more common SOFA format [4] to provide usability for a wider user group.

2.3. Technical Evaluation

Near-field HRTFs usually have typical signal properties dependent on the distance to the source sound, distinguishing them clearly from common far-field HRTFs. Brungart et al. [5, 8, 9], for example, presented a range of such near-field features in their extensive research on nearby sound sources. To check if our new HRTF set also shows the expected characteristics, we examined the final datasets carefully and extracted some of the main features. Moreover, we reviewed all data to check for any deficiencies caused by the measurement setup or post-processing. Please note that all of the following plots showing HRTF properties are based on the circular grid sets, mainly because these sets do not suffer from the influence of the robot arm and because the characteristics are mostly shown in the horizontal plane anyway.

One prominent feature of near-field HRTFs is the increase of ILDs (Interaural Level Differences) as a function of source proximity. According to Brungart [5], especially at sound source distances below 0.5 m, this rise of ILDs is dramatic. Hence, ILDs of near-field HRTFs show the typical increase as the source moves lateral to the head, which is basically caused by (frequency dependent) head shadowing effects. However, since these shadowing effects are much stronger at the contralateral ear and the magnitude at the ipsilateral ear increases simultaneously, the resulting ILDs are distinctly higher [5]. This effect can be easily observed in Figure 5(a), which shows the ILDs of our presented HRTF set for a sound source in the horizontal plane. Whereas the ILDs at the sound source distances 1.50 m, 1.00 m and 0.75 m are more or less similar, they start to increase at a distance of 0.5 m and escalate at the closest distance of 0.25 m. These ILDs up to about 23 dB might provide a relevant cue for distance perception in the proximal region. Off course, ILDs are frequency dependent; a fact also investigated in the context of near-field HRTFs by Brungart et al. [5].

Next, we examined the ITDs (Interaural Time Differences) of the presented HRTF set. Figure 5(b) displays the respective ITDs, calculated by the threshold onset method [21] including 10 times oversampling for more precise onset detection. As expected, the ITDs increase as the source moves lateral to the head and usually peak at about 90° and 270°. Both, the depicted ITDs and ILDs, show the familiar direction-dependent influence of the pinna and the head. However, unlike the ILDs, the ITDs are barely influenced by sound source distance, which is also in line with observations of Brungart et al. [5]. A closer look at Figure 5(b) reveals a slight increase of the time differences as distance decreases, leading to a maximum of about 742 μs at lateral positions and at a sound source distance of 0.25 m. This small rise appears because the length of the path from the ipsilateral to the contralateral side of the head increases as the source approaches. It goes without saying that ITDs and their behavior in the proximal region are also frequency dependent effects, as described more precisely in Brungart et al. [5].

Another prominent effect is the low-pass filtering character of proximal-region sources, meaning that sound sources are getting darker in timbre as they approach the head [5]. This effect is strongest for very close distances and sound sources at the front or rear. It appears because the ears are in the acoustic shadow zone of the head, which mainly damps higher frequencies. The spectral difference between the HRTF at 0.25 m and 1.50 m for frontal sound incidence, shown in Figure 4, demonstrates the described low-pass character. Again, it might be possible that this effect serves as a monaural cue for distance estimation in the proximal region.

In another analysis, we took a closer look at the influence of the robot arm. Therefore, we compared the Lebedev grid with the circular grid measurements at two distances (0.50 m, 1.50 m) and for sound incidence from the front (ϕ = 0°, δ = 0°) and from the rear (ϕ = 180°, δ = 0°). By calculating the spectral differences between the respective Lebedev grid and circular grid HRTFs, the influence of the robot arm on the magnitude spectrum can be determined. As depicted in Figure 6, the robot arm only slightly affects the HRTFs for frontal sound incidence. The effect is more or less independent of sound source distance, mainly because the gap between the dummy head and the reflecting robot arm at the back of the head is alway the same. Overall, the reflections at the robot arm cause some minor interference artifacts in the final Lebedev grid HRTFs, starting at about 700 Hz. In the frequency range between 700 Hz and 20 kHz and at the distance of 0.50 m, the ripple has a mean of about 0.55 dB (SD = 0.59 dB) and a maximum absolute value of 2.25 dB at 7.2 kHz. For this particular case, the perceptual influence of the artifacts might be relatively small. For sound incidence from the rear, however, the robot arm causes strong shadowing effects and interferences, as shown in Figure 6. Here, at the distance of 0.50 m, the spectral difference has a mean of about 6.51 dB (SD = 4.61 dB) and maximal damping values of about 10 - 15 dB at frequencies above 10 kHz. At 1.50 m, especially the high frequency damping effect above 10 kHz is weaker, basically because the robot arm does not cover the tweeter.
of the loudspeaker. Nevertheless, these Lebedev grid HRTFs clearly suffer from the influence of the robot arm, regardless of the source distance. Both HRTFs lack high frequencies, which is plainly audible in auralizations, especially when compared to the corresponding circular grid HRTF.

Moreover, our signal analysis showed that the reflections between the loudspeaker and the dummy head only affect the post-processed circular grid HRTFs for a distance of 0.25 m. Truncating the HRIRs to 128 taps removed the reflections in the datasets for higher distances, simply because their delay exceeds the length of the HRIRs. Nevertheless, as already mentioned in the paragraph about shortcomings of the measurements in section 2.1, using the HRTF set for sensitive listening experiments should be carefully considered. However, regarding the key features of the presented HRTF set (thoroughly post-processed full range HRTFs, several distances in the near and far field, circular and full spherical grid), it is well suited for many auralization applications.

![Fig. 5: Interaural Level Differences (a) and Interaural Time Differences (b) of the presented HRTF dataset. The angle represents the azimuth of the sound source ($\phi$). The radius describes the magnitude of the level differences (in dB) or time differences (in ms).](image)

3. Perceptual Evaluation

Based on the new HRTF set, we conducted several listening experiments within the context of auditory distance perception. In this paper, we present preliminary results for one part of this test series. Here, the basic task was to estimate auditory distance to a virtual sound source in dynamic binaural synthesis. The presented study served to investigate if the HRTFs can be applied to code distance and if appropriate distance estimation is still possible when natural level differences between the stimuli are missing. The latter is of particular interest, since the significant changes of binaural and monaural cues for a sound source in the near-field suggest that it is possible to distinguish distance (in the proximal region) even without the prominent factor level difference. Please note that the subjects had no previous training in distance estimation of nearby sound sources. Thus, they had to rely on their life experience in perceiving near-field sound sources.

3.1. Method

Participants Two females and 13 males aged between 21 and 28 years ($M = 24.1$ years, $SD = 2.23$ ) participated at this stage of the experiment. Most of them were students in media technology or electrical engineering. Thirteen participants already took part in previous listening experiments and thus were familiar with the binaural system. None of the subjects reported any hearing problems.

Setup The experiment took place in the anechoic chamber at TH Köln, which ensured a low background noise level of less than 20 dB(A). The experiment was implemented, controlled, and executed with the MATLAB-based software Scale [22], which also accessed the SoundScape Renderer [23] for binaural rendering. To acquire horizontal head movements, a Polhemus Fastrak head tracking system was used. Vertical or translational head movements were disregarded. The subjects entered their responses on a tablet computer (iPad). The audio signal was presented over AKG K-601 headphones. Headphone compensation was applied according to [3] in order to equalize the binaural chain.

![Fig. 6: Spectral differences (1/12-oct. smoothed) between circular grid and Lebedev grid HRTFs at a source distance of 0.50 m and 1.50 m and for sound incidence from the front ($\phi = 0^\circ$, $\delta = 0^\circ$) and rear ($\phi = 180^\circ$, $\delta = 0^\circ$). The results illustrate the minor influence of the robot arm on the Lebedev grid HRTFs for frontal sound incidence and its strong effect on the Lebedev grid HRTFs for sound incidence from the rear. In the latter case, the Lebedev grid HRTFs clearly lack high frequencies in comparison to the circular grid HRTFs.](image)
Materials  The anechoic test signal was a pink noise burst sequence with a burst length of 1500 ms (including 10 ms cosine-squared onset/offset ramps) and pauses of 500 ms. For the listening experiment, we used the circular grid measurements for all five distances from 0.25 m to 1.50 m. Per distance, we tested for three different sound incidence angles ($\varphi = 30^\circ$, $150^\circ$ and $270^\circ$). As already mentioned, we also wanted to test if appropriate distance estimation is still possible without natural level differences. Therefore, we prepared a second set of HRTFs, loudness-normalized with regard to the pink noise test stimuli according to ITU-R BS.1770. The playback level for the loudness-normalized conditions was at about 61 dB(A) Leq. For the non-normalized conditions, we assigned this playback level to a sound source distance of 1 m, resulting in a maximum playback level of about 79 dB(A) Leq for the closest distance of 0.25 m ($\varphi = 270^\circ$).

Procedure  As already mentioned above, there was no training session and no scale anchoring process. Informal pretests showed that training involved strong learning effects, especially for the normalized conditions: First, test persons could not immediately distinguish between distances, but when they were given feedback, they learned to differentiate based on spectral changes, varying ILDs and head movement. However, we wanted to know if distance perception in the near field works instantaneously without prior knowledge about the auditory scene. Therefore, we only gave a basic instruction about the general procedure and the rating scale. The listening test was composed of two sessions. In the first session, subjects had to rate the normalized conditions, in the second session the non-normalized ones. Thus, the normalization order was blocked across participants. In each session, every participant had to rate the five measured distances (0.25 m, 0.50 m, 0.75 m, 1.00 m, 1.50 m) for three different source azimuths ($\varphi = 30^\circ$, $150^\circ$, $270^\circ$). This resulted in a $5 \times 3 \times 2$ within-subject design. Participants had to rate distance on a seven-point category scale (“very close”, “close”, “rather close”, “medium”, “rather distant”, “distant”, “very distant”); a scale that had been successfully used in earlier experiments [24]. It was allowed to rate interim values between the given categories. The procedure was as follows. For each trial, a user interface was displayed on the tablet computer containing five value faders ranging from “very close” to “very distant” (see Figure 7). The five faders corresponded to the five actual measured distances, thus the subjects had to rate multiple stimuli per trial. The source azimuth was the same for all distances (or faders) within a trial. By touching the respective fader, the participants were able to switch between the corresponding stimuli as often as required. Technically speaking, the HRTF filter-set switched when touching the fader while the noise sequence was played in a loop. The order of the faders per trial as well as the order of the trials itself were randomized. The procedure was repeated 10 times per azimuth, thus a full run consisted of 30 trials (with five distance ratings per trial). The listeners were encouraged to move their head during the estimation process in the form of (small) localization movements. However, they had to keep their front viewing direction because of the different source directions. In total, the test lasted for about one hour including the verbal instruction, one short break, and three post-experiment questions.

3.2. Results

The following statistical analysis is based on the mean value per subject, thus the 10 trials per subject for each condition were averaged first. A $5 \times 3 \times 2$ repeated measures ANOVA (distance, azimuth, normalization) with Greenhouse-Geisser (GG) correction [25] (for tests with more than one degree of freedom in the numerator, where GG is appropriate) was conducted. The ANOVA yielded a significant distance main effect ($F(4,56) = 71.91, p < .001, \eta^2 = .84, \epsilon = .41$) as well as significant interaction effects of distance × azimuth ($F(8,112) = 6.97, p = .004, \eta^2 = .33, \epsilon = .24$), distance × normalization ($F(4,56) = 34.78, p < .001, \eta^2 = .71, \epsilon = .30$) and distance × azimuth × normalization ($F(8,112) = 9.65, p = .001, \eta^2 = .41, \epsilon = .26$). Figure 8 presents the respective means of estimated distance per normalized (a) and non-normalized (b) conditions, averaged over subjects. The error bars display 95% within-subject confidence intervals [26], based on the error term of the distance main effect. The interaction effect of distance and azimuth is mainly caused by the variances for conditions with a source distance of 0.25 m (see Figure 8(a)). A repeated measures ANOVA without these conditions confirmed this: here, the interaction effect of distance and azimuth was not significant anymore ($p = .05$). More interesting seems to be the interaction effect of distance and normalization, which is why the mean plots in Figure 8 are split relative to the factor normalization. Presenting the results this way suggests that participants failed to distinguish distances for the normalized conditions (see Figure 8(a)). Without loudness-normalization, meaning with natural level differences between the stimuli, the results are as expected: the subjects rated according to the actual measured distances (see Figure 8(b)). A nested repeated measures ANOVA, each for the normalized and the non-normalized conditions, supported this assumption. Whereas there was no significant main effect of distance ($p = .71$) or azimuth ($p = .76$) for the normalized conditions, there was a strong distance main effect ($F(4,56) = 135.73, p < .001, \eta^2 = .91, \epsilon = .36$) for the non-normalized ones. These results indicate that the binaural and monaural cues characterizing sources in the near- and far-field do not influence distance estimation, even though the actual signal variations are huge in some cases (see section 2.3). The results were quite surprising, especially because we expected an effect of these cues, similar to Brungart et al. [8]. However, our results are rather in line with the findings from Shinn-Cunningham et al. [10] [11]. Hence, it appears that the participants rated...
distance mainly based on signal amplitude. Furthermore, a closer look at the results for normalized conditions with a distance of 0.25 m revealed large inter-subject differences. Some subjects correctly rated the proximal-region sources with their low-pass filtering character as close to the head (see section 2.3), whereas others assigned these conditions to very large distances, most likely because they interpreted the muffled sound as a result of high frequency energy dissipation. Overall, most subjects seemed not to have much experience in perception of nearby sound sources. Regarding the normalized conditions, the participants mostly stated that distance estimation was rather difficult and that they were very uncertain about the correct order of the stimuli.

4. Conclusion
Proper auralization of nearby sound sources requires near-field HRTFs with their specific features. In this paper, we presented a near-field HRTF set of a Neumann KU100 dummy head. The set contains post-processed impulse responses, measured according to two different spatial sampling grids: a Lebedev full spherical grid with 2702 points at four sound source distances (0.5 m, 0.75 m, 1.00 m, 1.50 m) and a circular grid with steps of 1° in the horizontal plane at five distances (0.25 m, 0.5 m, 0.75 m, 1.00 m, 1.50 m). After detailed explanations of the measurement setup and of the applied post-processing, we presented a technical evaluation of the final HRTF set and showed the typical (and expected) features of the near-field HRTFs. The final set served as the basis for a series of listening experiments within the context of auditory distance perception in anechoic environments. In the study presented in this paper, we investigated if the HRTFs can be applied to code distance and if appropriate distance estimation is still possible when natural level differences are missing. As expected, the preliminary results showed that distances can be distinguished when loudness-based distance cues exist, thus when the stimuli are not normalized in loudness. However, we observed that subjects could not estimate distances for loudness-normalized stimuli. These findings suggest that binaural cues do not affect distance estimation and vice versa, that auditory distance perception in anechoic environments mainly depends on loudness-based distance cues. To go further into this issue, additional listening experiments need to be done. As already mentioned, the presented study is part of a larger test series concerning auditory distance perception of nearby sound sources. In an ongoing study, we investigate the influence of head tracking on distance estimation. Furthermore, it would be interesting to examine if a preceding training session influences distance estimation of nearby sound sources.

Apart from the listening experiments, which focus on specific research questions, our primary intention was to provide a freely available near-field HRTF dataset which is well suited for auralization purposes. Therefore, the set is available in the miro and SOFA format under a Creative Commons CC BY-SA 4.0 license and can be downloaded at: http://audiogroup.web.th-koeln.de/ku100nfhrir.html.
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